J. Phys. Chem. A999,103,5171-5188

5171

Fully Quantum Mechanical Description of Proteins in Solution. Combining Linear Scaling
Quantum Mechanical Methodologies with the PoissorBoltzmann Equation
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In this paper we report a method for solving the Sdmger equation for large molecules in solution which
involved merging a linear scaling divide and conquer (D&C) semiempirical algorithm with the Peisson

Boltzmann (PB) equation. We then assess the performance of our self-consistent reaction field (SCRF) approach
by comparing our D&C-PB calculations for a set of 29 neutral and 36 charged molecules with those obtained
by ab initio GVB and DFT (B3LYP) methods, Cramer and Truhlar's semiempirical generalized-Born SM5
model, and with the experimental solvation free energies. Furthermore, we show that our SCRF method can
be used to perform fully quantum mechanical calculations of proteins in solution in a reasonable amount of
time on a modern workstation. We believe tladlt electrostatic interactions in biological systems require a
quantum mechanical description in order to obtain an accurate representation. Thus, our new SCRF method
should have an impact on the computational study of physical and chemical phenomena occurring in proteins
and nucleic acids, which are, in general, strongly influenced by electrostatic interactions. Moreover, this may

lead to novel insights into classic problems like protein folding or drug design.

Introduction

Recent progress in linear scaling algorithms for matrix
diagonalization have made it possible for tfiest time to
performfully quantum mechanical (semiempirical) calculations
on proteins in gas phade® However, proteins and other

putationally, which makes them quite attractive. There are a
number of continuum solvation models that can be used in
conjunction with quantum mechanical based methodologies.
Describing all of them is beyond the scope of this paper, but a
review of Tomasi and Persi€bcovers most of the available
methodologies. For our purposes we decided to utilize Poisson

biomolecules function in aqueous solution and, excepting the Boltzmann (PB) technique because this approach has been

work of York et al” and Nadig et al®, none have included
solvent in any way. In the work of York et al., a linearized
version of the continuum based conductor-like screening
(COSMC) model was used to estimate solvation effects on
biomolecules. Using an explicit solvent model, Nadig et al.
studied the solvation of the major cold shock protein (CspA)
in explicit water molecules, whose configuration were obtained

widely applied to biological systems using classical charge
modelst314For example, PB equation has been used in studies
of Cu and Zn superoxide dismutase (SGP)he Klenow
fragment of DNA polymerase and phosphoglycerate mu-
tasel”1® and more recently in Brownian dynamic simulations
of SOD as a prototype for studying electrostatic steering effects
in biomolecular reaction® 21 Numerous other examples could

from a classical MD simulation. From this investigation it was pe cited, but the interested reader should examine some
observed that charge transfer interactions play a major role inrelatively recent reviewd!32223on this subject to get an
the solvation of this protein, and, in particular, the carboxylates appreciation of the scope of applications that are possible.
(from Glu and Asp residues) on the protein surface. While these Furthermore, the PB approach can readily include salt effects
two efforts represent exciting first steps toward modeling the (through the linearized or nonlinear PB equation), which are
solvation ofentire proteins using quantum mechanical meth- important in cases where highly charged biomolecules are of
odologies, clearly, much more work needs to be done. interest (e.g., the polyanionic DNA molecule). Moreover, it can
There are a broad range of approaches that have been adoptede extended to include the fluctuation of ionic concentrations
to include solvation effects within a quantum mechanical (through the Kirkwood hierarchy of equations) which enables
methodology. Incorporation of solvation effects via a super- the calculation of higher valence ion distributions around
molecule approach, as was done in the work of Nadig et al., is biological moleculeg? Finally, good quality solvation free
very expensive and realistically cannot be applied routinely to energy results using a combination of the PB method and
a wide range of problems related to biomolecular structure and quantum mechanics (the charge distribution was obtained using

function® Continuum solvation models, on the other hand, are

electrostatic potential (ESP) fitting methodologRedave been

much less expensive and do not require extensive statisticalreported® giving us confidence that this linkage would work
sampling of the solvent degrees of freedom because theseeffectively with our linear scaling D&C quantum mechanical
models are already approximations of the potential of the meanmethodology.

force, thus the statistical weight of different solvent configura-
tions are included® Models based on integral equation formal-
ism (e.g. XSOL) were also proposédput continuum solvation

In order for a combined PB-D&C approach to be useful in
investigating biomolecular systems, one needs an accurate
charge distribution. ESP methd@svork reasonably well for

models remain among the simplest and least expensive com-small solutes, where few atoms are budétlowever, applying
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1 , OreI")
Outer Buffer GRF= E-,/\‘/dr p(r) j‘sdr |r _ rr| (3)

Gnp contains contributions from cavity formation and solvent
solute dispersionrepulsion interaction& and for small mol-
ecules these two terms are often taken together (and called
nonpolar or hydrophobic) and are considered to be proportional
inner Buffer to the molecular or solvent-accessible surface area, an idea
Figure 1. Splitting up a protein into subsystems in the divide and Which was first suggested by Uhlig in 193%7and has been

congquer method. The inner and outer buffer regions are introduced to used extensively in modeling solvation phenomena in the last
diminish truncation effects (see text). few decadeds 4!

Core Region

ESP fitting methods to proteins is not yet possible, which Gyp= Z A 4)
restricts us to obtaining charges directly from the wave function T
using Mulliken or Coulson charges. However, it is well-known
that the calculated dipole moments obtained from Coulson or
Mulliken charges are in poor agreement with experiniént.
Fortunately, this problem has been remedied through the
development of so-called class IV charge mod&®,which
take Coulson and Mulliken charges and scale them to accurately
reproduce the dipole moment of small molecules. Without this
new charge model, the results outlined below would have been
difficult to obtain if the deficiency in the charge model had not
been absorbed into the nonpolar part of the solvation free energy.
This paper is divided as follows. First, we review theoretical
and technical details relating to the development of the combined
D&C-PB methodology. This section is followed by a discussion
regarding our calculated solvation free energies for a series of Where @' is an area element of the solute surfage Thus,
charged and neutral molecul@éacetyl\N'-methyl derivatives the construction of the solute wave function in solution has to
of the 20 naturally occurring amino acids and DNA bases and be carried out self-consistently with the generation of the
nucleotides. We then app|y this approach to a few protein reaction field (SO-Ca”ed SCRF method), i.e., the surface Charges.
systems and one piece of DNA (Dickerson’s dodecamer) and Then the solute energy in solution is given as
then conclude with a summary of our results. E=

whereA is the surface area of one solute atom arisl a surface
tension parameter specific for that atom.

Solute PolarizationWhen the solute is described quantum
mechanically, the reaction field potential polarizes its charge
distribution (i.e., distorts the gas phase wave function) and this
is usually taken into account by perturbing the gas-phase solute
Hamiltonian,H® with a potential energy operator coming from
the interaction of the virtual surface charges with solute electrons
and nuclei (i.e., the effective Hamiltonian approh

o(r’)

Ir—r]

— O '
H=H"+ [, da (5)

. . o(r') Nsc  Nat Z,0;
Methodology and Technical Details EHHO + f da’ ‘WD+ E..ut Z Z — (6)
s o o
Calculation of the Solvation Free Energy Using a Polariz- r=r ' T = Tl

able Continuum—Polarizable Solute Model.Sobent Polariza- whereo; (= f45 da o(r")) is the surface charge obtained by
tion. The solvation fl’ee energ.ﬁoo is the difference between integrating the surface Charge densMr()) over an element
the solute free energy in solution and the gas phase. In the casggs) of solute surface area\J) the number of surface charges,
of a quantum mechanical description of the solute, the solvation gnq (\,) the number of solute atoms. The last two terms in eq

free energy can be decomposed into a sum involving the reactiong are the corecore repulsion and coresurface charge interac-
field (electrostaticGge), the solute wave function distortion  tion, respectively.

(Gwia), and a hydrophobicGn;) term=° The SCRF algorithm can be briefly summarized as follows:
a gas-phase calculation (with or without geometry optimization)
Ggo1 = Gre T Gyg T Gpp (1) is performed first. This is necessary in the end to evaluate the

energy due to solute polarization. Then one Pois®wltzmann
Ggr is calculated from the interaction of the solute charge calculation is performed for each SCF cycle until the solute
density with the electrostatic potential generated by the reactionwave function is self-consistent with the solvent reaction field.
field:12 When finite difference (FDM) or finite element (FEM) methods
are used to solve the PB equation the electrostatic potential is
1 first determined as the solution of the PB equation and then the
Gre =1 fv P(r)dge(r) dr @) surface charges are obtained from the discontinuity in the electric
field at the dielectric boundary. On the other hand, in the
The use of the PB approach has the advantage of representingpoundary element method (BEM), the virtual surface charges
the dielectric discontinuity by assigning different dielectric (VSC) are obtained at the stdftlmplementations of continuum
constants to the solute and the continuum solvéMost of solvation models into ab initio Hamiltonians have been reported,
the information necessary to evaluate the solvation free energyfor example, by Christoffersen (1978)yan Duijnen (198033
is given by this discontinuity in the dielectri¢ An alternative Tomasi (1981)# Rivail (1983), 4> Mikkelsen (1987} Karl-
to the use of the electrostatic potential for the evaluation of the stroem (1988} Wiberg (1991)8 Olivares del Valle (1993}?
reaction field energy is to use an appropriate virtual surface and Honig (1994%° Similar implementations into semiempirical
charge densitydrr) placed at the dielectric interface which methods have been reported, for example, by Rivail (3973
generates the reaction field poten#aConsequently, the surface  76) 5051 Tapia (1975f2 Sakurai (198752 Miertus (1988)%*
charge density and not the reaction field itself is used to evaluateRinaldi (1983)%> Zerner and Karelson (198683,Cramer and
the reaction field free enerdy: Truhlar (1991%758Wang and Ford (1992f, Luke and Orzoco
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TABLE 1: Experimental and Calculated (ab Initio and Semiempirical) Solvation Free Energies of Small Neutral Molecules in
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Watera
compound GrP Guid® Gpol® Gnp® Gsol
water 1.7 —6.3
ab initio/ESP —-11.9 1.7 —-1.2(0.2) —8.6
AM1/Mull —2.3 0.1 —-0.2 —-0.5
AM1/CM1i —7.6 0.3 —0.6 —5.7
AM1/CM2k 7.7 0.3 —0.6 —-5.8
PM3/Mul -1.9 0.1 -0.2 -0.1
PM3/CM1 7.5 0.3 -0.7 —-5.5
PM3/CM2 -7.3 0.3 -0.6 -5.3
methanol 1.9 (1.8 —5.1
ab initio/ESP -8.6 1.2 -1.1(1.1) -55
AM1/Mul —2.2 (-5.5) 0.1 -0.2 -0.2 (-3.7)
AM1/CM1 -5.1 0.2 -0.5 -3.0
AM1/CM2 -5.0 0.2 -0.4 -3.0
PM3/Mul -1.6 0.1 -0.2 0.4
PM3/CM1 —-4.9 0.3 -0.5 -2.8
PM3/CM2 —-4.7 0.2 -0.5 —-2.6
ethanol 2.0 (2.0) —=5.0
ab initio/ESP —-8.2 1.2 —1.0(=0.7) -5.0
AM1/Mul —2.4 (-5.1) 0.1 -0.3 —0.2 (-3.1)
AM1/CM1 5.4 0.3 -0.5 -3.0
AM1/CM2 —5.2 0.3 —-0.5 —-2.8
PM3/Mul -1.7 0.1 -0.2 0.5
PM3/CM1 —-5.1 0.3 -0.6 —2.7
PM3/CM2 -4.9 0.3 -0.5 -2.5
acetic acid 2.1(2.0) -6.7
ab initio/ESP -11.0 1.4 —1.4(2.8) -75
AM1/Mul —6.4 (—10.1) 0.5 -1.0 —3.8(-8.1)
AM1/CM1 -8.8 0.5 -1.1 —6.2
AM1/CM2 -9.5 0.6 -1.2 —6.8
PM3/Mul -5.8 0.6 -1.0 -3.1
PM3/CM1 —-8.8 0.6 -1.2 —6.0
PM3/CM2 —-9.2 0.7 -1.2 —6.4
acetone 21 -3.9
ab initio/ESP -8.1 1.7 —1.6 (4.0) —4.2
AM1/Mul —-5.1 0.6 —-1.1 —2.3
AM1/CM1 —6.6 0.9 —-1.5 —-3.6
AM1/CM2 7.7 1.0 —-1.6 —4.6
PM3/Mul —4.3 0.6 -1.0 -15
PM3/CM1 —6.7 1.0 -1.5 —3.6
PM3/CM2 7.4 1.0 -1.6 —4.2
cis-N-methylacetamide 2.2 -10.1
ab initio/ESP -12.2 2.2 —2.4(5.3) -7.8
AM1/Mul —8.7 1.0 -1.8 —5.4
AM1/CM1 -11.4 1.0 -1.8 -8.1
AM1/CM2 -12.5 14 -2.2 -8.8
PM3/Mul —-6.7 1.0 -1.6 —-3.4
PM3/CM1 -9.7 11 -1.7 —6.3
PM3/CM2 —10.1 1.2 -1.8 —6.6
trans-N-methylacetamide 2.2(2.2) -10.1
ab initio/ESP -12.3 25 —2.9(5.5) -7.6
AM1/Mul —8.1(-10.4) 1.0 -1.7 —4.8(-8.3)
AM1/CM1 —-11.3 1.0 —-1.7 —-8.0
AM1/CM2 —-13.3 1.5 —2.4 —-9.5
PM3/Mul —6.4 1.0 —-1.5 —-3.1
PM3/CM1 —-12.4 1.7 —2.6 —-8.4
PM3/CM2 —-11.6 1.5 —2.2 —-7.8
acetamide 2.1(2.0) -9.7
ab initio/ESP —14.4 2.6 —2.7 (4.9) -9.7
AM1/Mul —9.0 (—12.5) 1.1 -1.9 —5.8 (—10.5)
AM1/CM1 -12.0 1.0 -1.7 -8.9
AM1/CM2 —14.6 1.6 -25 —10.9
PM3/Mul -7.3 12 -1.8 —4.0
PM3/CM1 —13.5 1.7 -2.6 -9.7
PM3/CM2 -12.6 15 -23 -8.9
2-propanol 2.2 —4.8
ab initio/ESP -8.3 11 —1.0(-0.4) —4.9
AM1/Mul —2.4 0.1 -0.3 -0.1
AM1/CM1 —-5.3 0.3 —-0.5 —-2.8
AM1/CM2 —=5.1 0.3 —-0.5 —2.6
PM3/Mul -1.8 0.1 -0.2 0.5
PM3/CM1 —5.1 0.3 —0.6 2.6
PM3/CM2 —-4.9 0.3 -0.5 2.4
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TABLE 1: (Continued)
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compound Gre Gutd® Gpol® Gne® Gsof
phenol 2.4 —6.6
ab initio/ESP -9.8 1.2 —-1.4(-4.0) —-6.3
AM1/Mul —54 0.3 -0.7 —2.7
AM1/CM1 —8.5 0.4 -1.0 —5.7
AM1/CM2 7.4 0.4 -0.9 —4.6
PM3/Mul -3.6 0.2 -0.5 -1.0
PM3/CM1 —6.8 0.4 -0.9 -4.0
PM3/CM2 —6.7 0.4 -0.9 -39
SM5.2R —6.5
toluene 2.4 (2.3) -0.8
ab initio/ESP —-3.5 0.3 —0.5(3.1) -0.8
AM1/Mul —4.7 (-3.5) 0.2 -0.7 —-2.0(1.2)
AM1/CM1 —4.7 0.2 -0.7 —-2.0
AM1/CM2 —-3.5 0.2 -0.5 -0.8
PM3/Mul -3.0 0.2 -0.5 -0.3
PM3/CM1 -3.0 0.2 -0.5 -0.3
PM3/CM2 -3.1 0.2 -0.5 -0.4
SM5.2R -0.9
2-pentanone 2.4 —-3.5
ab initio/ESP -7.6 1.7 -15(4.2) —-3.5
AM1/Mul —4.8 0.6 -1.0 —-1.7
AM1/CM1 —6.3 0.8 —-1.4 -3.0
AM1/CM2 -7.3 1.0 -15 —-3.8
PM3/Mul 4.1 0.6 -0.9 -1.0
PM3/CM1 —6.4 0.9 —-1.4 -3.0
PM3/CM2 -7.1 11 -15 —-3.5
ethylbenzene 2.6 -0.8
ab initio/ESP -3.3 0.3 —0.5(-2.8) —-0.5
AM1/Mul —4.8 0.2 -0.7 —-2.0
AM1/CM1 —4.8 0.2 -0.7 —-2.0
AM1/CM2 —-3.6 0.2 —-0.5 -0.8
PM3/Mul -3.1 0.2 -0.5 -0.3
PM3/CM1 -3.1 0.2 —-0.5 -0.3
PM3/CM2 —-3.2 0.2 —-0.5 —-0.4
3,5-dimethylpyridine 25 —-55
ab initio/ESP -89 12 —-152.7) —4.4
AM1/Mull -59 0.4 -0.9 -2.9
AM1/CM1 —-8.3 0.7 -1.9 -5.0
AM1/CM2 —-8.3 0.7 -15 -5.0
PM3/Mul —-3.5 0.2 —0.6 -0.7
PM3/CM1 —6.3 0.6 -1.2 -3.1
PM3/CM2 —8.2 0.9 -1.6 —-4.7
4-methylpyridine 2.4 —4.9
ab initio/ESP —9.2 1.9 —-1.6(-2.2) —4.8
AM1/Mul -5.8 0.3 -0.9 -3.1
AM1/CM1 —8.7 0.7 —2.2 —5.6
AM1/CM2 —8.3 0.7 -1.5 —5.2
PM3/Mul —-3.4 0.2 -0.6 -0.8
PM3/CM1 —6.5 0.6 -1.2 -35
PM3/CM2 —8.4 0.9 -1.7 —=5.1
4-methyl-2-pentanone 2.5 —-3.1
ab initio/ESP =75 1.5 —-1.4(4.1) —-34
AM1/Mul —-4.7 0.6 -1.0 -1.5
AM1/CM1 —6.1 0.8 -1.3 —2.7
AM1/CM2 7.1 1.0 -1.5 —-3.5
PM3/Mul -3.9 0.6 -0.9 -0.7
PM3/CM1 —6.2 0.9 -1.4 —2.7
PM3/CM2 —6.9 1.0 -15 -3.3
benzene 2.3 -0.9
ab initio/ESP —-3.3 0.3 —0.5(-2.3) -0.7
AM1/Mul —4.5 0.2 —0.6 -2.0
AM1/CM1 —-4.5 0.2 —0.6 —2.0
AM1/CM2 —-3.3 0.1 -0.4 -0.9
PM3/Mul —2.8 0.1 -0.4 -0.4
PM3/CM1 —2.8 0.1 -0.4 -0.4
PM3/CM2 -2.9 0.1 -0.4 -0.5
SM5.2R —-1.0
methanethiol 2.0(1.9) -1.2
ab initio/ESP -4.7 1.0 —-0.9(0.7) -1.7
AM1/Mul —0.4 (—3.6) 0.0 0.0 1.6€1.6)
AM1/CM1 -1.8 0.1 -0.2 0.3
AM1/CM2 —1.4 0.1 -0.3 0.7
PM3/Mul -0.3 0.0 0.0 17
PM3/CM1 -1.2 0.1 -0.2 0.9
PM3/CM2 -1.2 0.1 -0.2 0.9
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TABLE 1: (Continued)
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compound Gr? Gutd® Gpol® Gn® Gaof
ethanethiol 2.1 -12
ab initio/ESP -4.7 1.0 -0.9(1.3) -15
AM1/Mul —0.6 0.0 -0.1 1.6
AM1/CM1 -2.0 0.2 -0.3 0.4
AM1/CM2 -1.6 0.2 -0.3 0.8
PM3/Mul —-0.4 0.0 -0.1 1.8
PM3/CM1 —-1.4 0.1 -0.2 0.9
PM3/CM2 —-1.4 0.1 -0.3 0.9
SM5.2R -1.3 0.2 -1.0
dimethyl sulfide 2.1 -15
ab initio/ESP —4.6 0.9 —0.9(-1.0) -1.6
AM1/Mul —-0.5 0.0 0.0 1.7
AM1/CM1 —-2.0 0.2 -0.3 0.4
AM1/CM2 —-1.8 0.1 —-0.4 0.5
PM3/Mul -0.5 0.0 -0.1 1.7
PM3/CM1 -1.9 0.1 -0.3 0.4
PM3/CM2 -1.9 0.1 -0.3 0.4
methyl ethyl sulfide 2.3(2.2) -1.4
ab initio/ESP —4.9 1.0 —0.9 (—0.6) -1.6
AM1/Mul —-0.7 (—3.1) 0.0 -0.1 1.6 <0.9)
AM1/CM1 —2.2 0.2 -0.3 0.3
AM1/CM2 —-2.0 0.2 -0.4 0.5
PM3/Mul —0.6 0.0 -0.1 1.7
PM3/CM1 2.1 0.2 -0.3 0.4
PM3/CM2 2.1 0.2 -0.4 0.4
diethyl sulfide 2.4 (0.4 —-1.4
ab initio/ESP —4.8 11 —0.9(0.1) -1.3
AM1/Mul —-1.0 0.0 —-0.1 1.5
AM1/CM1 —2.5 0.2 —-0.4 0.2
AM1/CM2 —-2.3 0.2 -0.4 0.4
PM3/Mul —0.8 0.0 -0.1 1.7
PM3/CM1 —2.4 0.2 -0.4 0.3
PM3/CM2 —-2.5 0.2 —-0.5 0.2
SM5.2R -15 -11
methylamine 1.9 —-4.5
ab initio/ESP —-8.0 1.2 —1.0(-0.8) —-4.9
AM1/Mul -11 0.0 -0.1 0.8
AM1/CM1 —6.3 0.2 —-0.8 —4.2
AM1/CM2 —4.8 0.1 -0.3 —2.8
PM3/Mul -0.1 0.0 0.0 18
PM3/CM1 -39 0.1 —-0.4 -1.9
PM3/CM2 —-3.9 0.1 -0.3 -19
dimethylamine 2.1 —4.3
ab initio/ESP —6.0 0.8 —0.7 (-1.6) —-3.1
AM1/Mul —-1.4 0.0 —-0.1 0.7
AM1/CM1 —-5.5 0.2 —-0.7 —-3.2
AM1/CM2 —4.1 0.1 -0.2 -19
PM3/Mul -0.2 0.0 0.0 1.9
PM3/CM1 —-3.1 0.1 -0.3 -0.9
PM3/CM2 —-3.4 0.1 -0.3 -12
trimethylamine 2.2 —3.2
ab initio/ESP —4.3 0.5 —-0.4(1.7) -15
AM1/Mul —-1.7 0.1 -0.1 0.7
AM1/CM1 —4.6 0.2 -0.7 —-2.1
AM1/CM2 —-3.2 0.1 -0.2 -0.8
PM3/Mul -0.3 0.0 0.0 2.0
PM3/CM1 -1.6 0.1 -0.1 0.8
PM3/CM2 2.7 0.1 —0.2 -0.3
ethylamine 2.2 —4.5
ab initio/ESP -5.2 0.7 -1.0(1.7) —-2.2
AM1/Mul -1.3 0.0 -0.1 0.8
AM1/CM1 —6.7 0.2 -0.9 —4.4
AM1/CM2 —5.0 0.1 -0.3 —-2.8
PM3/Mul -0.1 0.0 0.0 2.0
PM3/CM1 —-4.0 0.2 -0.4 —-1.7
PM3/CM2 —4.0 0.2 —-0.4 —-1.7
n-propylamine 2.4 —4.4
ab initio/ESP -8.1 1.2 —1.1 (-0.6) —4.7
AM1/Mul -12 0.0 -0.1 11
AM1/CM1 —6.1 0.2 -0.8 -3.6
AM1/CM2 —4.7 0.1 —-0.3 —-2.3
PM3/Mul -0.1 0.0 0.0 2.2
PM3/CM1 —-3.9 0.2 —0.4 -1.4
PM3/CM2 —3.8 0.1 -0.3 —-1.4
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TABLE 1: (Continued)

compound Gre® Gutd® Gpol® Gn® Gsof
n-butylamine 2.4 (2.3) —4.4
ab initio/ESP -8.0 1.2 —1.0(-0.6) —4.4
AM1/Mul —-1.3(-5.2) 0.0 -0.1 1.1¢2.9)
AM1/CM1 —6.4 0.2 —-0.8 —-3.8
AM1/CM2 -4.9 0.1 -0.3 —-2.4
PM3/Mul -0.2 0.0 0.0 2.2
PM3/CM1 -41 0.2 -0.4 -15
PM3/CM2 —-4.0 0.2 —-0.4 —-1.4
SM5.2R —-43
diethylamine 2.4 4.1
ab initio/ESP —-5.2 0.7 -0.7 (-1.2) -2.0
AM1/Mul —-1.6 0.1 —-0.1 0.9
AM1/CM1 -5.2 0.2 -0.7 -2.6
AM1/CM2 -3.7 0.1 -0.3 -1.2
PM3/Mul -0.3 0.0 0.0 21
PM3/CM1 -2.8 0.1 -0.3 -0.3
PM3/CM2 -3.1 0.1 -0.3 -0.6
unsigned max errér
ab initio/ESP 25
AM1/Mul 5.8
AM1/CM1 2.1
AM1/CM2 2.9
PM3/Mul 7.0
PM3/CM1 4.0
PM3/CM2 3.5
unsigned av errér
ab initio/ESP 0.7
AM1/Mul 3.6
AM1/CM1 1.1
AM1/CM2 1.4
PM3/Mul 4.4
PM3/CM1 1.9
PM3/CM2 1.8

a All entries are in kcal/mol. The solvation energy calculations with the ab initio Hamiltonian were carried on gas-phase geometries optimized
at GVB/6-31G** level. Calculations with semiempirical Hamiltonians (AM1 and PM3) used gas-phase geometries optimized at semiempirical
level. PB settings: exterior dielectric constant80, interior dielectric constant 1, grid resolution 1.8 grids/A, van der Waals radii from ref 26,
probe radius 1.4 A, no salt8 Reaction field energy: Change in solute self-energy due to polarization of electron density (wave function distortion).

4 Solute polarization free enerdyre(solution—gas)+ Guiq} . The values in parentheses are obtained with Jaguar 3.5 and the other values are taken
from ref 26.¢ Cavity plus dispersionrepulsion contribution (nonpolar) calculated as a function of molecular surfSodvation free energy.

9 Experimental solvation free energies from refs 95 and'96.ab initio calculations electrostatic potential derived atom charges (ESP) were used
to solve the PoissenBoltzmann equation. The ab initio results were obtained with Jagudf®ée also ref 97; do not include first shell correction.
 Mulliken charges! CM1 chargeg? K CM2 charge$? ' From ref 7.™ Difference between the experimental and calculated solvation free energies.
"From ref 94. The calculations were performed with the AM1 Hamiltonian and class IV chargegYCM1

(1992)%0 Basilevsky (1992%! Rauhut and Clark (1993%,and of atom A. Note that the coresurface charge term in eq 7 has
Klamt (1993)? a Coulomb type form, but the actual semiempirical implementa-
The calculation of solute energy in solution by means of the tion uses a two-electron integral based formula over s-type
effective Hamiltonian using any VSC-based approach requires orbitals.
the evaluation of one-electron terms (which contain the con-  pjyide and Conquer (D&C) Algorithm. The cornerstone
tribution from the reaction field)>%®A peculiarity of semiem- ot oyr algorithm for performing quantum mechanical calcula-
pirical methods is that the one-electron integral Fock terms and tions on proteins in solution is, of course, the D&C method,
core—core repulsion terms are evaluated by using two-electron \yhich is a linear scaling algorithm for solving Sétinger

repulsion integral§?%* Consequently, the surface charge equation for large molecules. The D&C method was proposed
electron interaction terms (the second term in eq 7, vide infra), 54 applied first to the DFT Hamiltonian by Yang and Lee

and the coresurface charge terms (the first term in €q 7) are ;g shortly afterward was extended to semiempirical Hamilto-
also evaluated using two-electron repulsion integrals (in the samei; 5 by Dixon and Me?2and Yang and co-workef&6Here

i i ,54,59-62 A . . .
way that electrorrcore interactions are calculatetly’ we review our version of the D&C method briefly. The basic
Briefly, the virtual surface charges;f are given a core status;

hence, hydrogenoid s-type orbitals are centered on these surfac
charges in order to calculate the two-electron repulsion integrals
necessary to evaluate the one-electron and surface cheoge
terms which add the solvent contribution to the solute Hamil-
tonian. Thus, the SCRF energy is

Fock matrix for the whole molecule (which scalesNgswhere
N is the number of basis functions) with a series of subsystem
diagonalizations. This approach originated in the observation
that the basis functions used to expand the molecular orbitals
Nee  [Na 7, 1 are Iocaliz_ed and consequently the I_:ock matrix f(_)r large
Ere = z o Z _ H# ‘lp (7 molecules is ;pars’es. The D&C .method is equally applicable
| [ri — 1Al [r; —r| to both localized and delocalized species, but works more
effectively with the formef? Following this partitioning, we
wherer; is the position of surface charggandr 4 the position obtain as many subsystem Fock equations as subsystems:
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Experimental and calculated solvation free energies
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Figure 2. Comparison of experimental solvation free energies for small neutral molecules with those computed by ab initio (GVB) and semiempirical
methods (AM1 and PM3 Hamiltonians with CM1 and CM2 charges). All the compounds in Table 1 were used, but on the abscissa only a few of
them are shown.
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Figure 3. Comparison of ab initio (GVB) reaction field free energies for small neutral molecules (the set of compounds given in Table 1) with
those obtained by semiempirical methods (AM1 and PM3).

F'C*=C“E% a=1,..,n 8 MOs
. © Pr= ni(ciyc; (10)
As a consequence, we can write the density matrix for the '

whole moleculeP,, as a sum of the density matrixes of the which is calculated according to a recipe proposed by Yang
subsystem®: and Lee!

Nsub nf‘ =2/(1+ exp[(ei“ — e)/KT)) (12)

o (08
P,uv = Z D/wp,uv (9)
a= k is Boltzmann constant antlis the absolute temperature; the
actual value ofT has little effect on the calculation unless a

The factorDy,, is assigned a value of 0 orrl, (wheren is very large value is choser is the energy eigenvalue of tie
the number of times basis functipnandv appear-generally “molecular orbital” in subsystera ander a Fermi energy level
this term is equal to 1) in order to mask out particular density (an adjustable quantity) whose value is determined from the
matrix element$.The subsystem density matrh‘-)ﬁv in turn is normalization condition oR (i.e., the total number of electrons

built by introducing an occupation numbs: in the system is conserved). Within the semiempirical framework
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Free energy of wave function distortion
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Figure 4. Comparison of ab initio (GVB) calculated free energies due to wave function distortion for small neutral molecules (the set given in
Table 1) with the values obtained by semiempirical methods (AM1 and PM3).

this condition involves only the diagonal elementsFof electrostatic potential, see for example ref 91). In our D&C-PB
coupling we have made use of the FDM as implemented in the
N Nsub MOs ) DelPhi program of Honig and co-workefs.
Nelec = z Z D z | cl (12) Finite Difference Method. In the FDM a grid with appropri-
oo ! ate spacingH) is constructed around the solute and the dielectric

. . (exterior and interior) constants Debye-Huckel parameter
(08
BecauseP* depends orer, it cannot be assembled until the «, and the solute point charggsare assigned to grid points.

Rootthaan equatlo][ls hi\ée beer] sol\gacc:iFfor 6}" fut()jsygstems. InBoundary conditions are fulfilled by assigning fixed electric
practice, we user from the previous cycie fo determine potential values to boundary grid points. These values are
the subsystem de_nS|ty matnc_%‘ﬁhe_ performan_ce Qf our .D&C calculated either from Coulomb’s law or Deby#uckel theory
method as ?‘pp"eq to semiempirical Hamiltonians is _fuIIy (when ionic salts are present). Richards’ surfade taken as
gogzmenggg' thetlr:te(;atu?f:[ﬁel?jwlwe focltjs on the cout?llng the dielectric interface which separates grid points of different
etween method and the FolS Zmann equation. dielectric constants. The ion-accessible surface is the solvent-
Numerical Solution of the Linear/Nonlinear Poissor- accessible surface for a probe sphere radiug & (sodium
Boltzm_ann Equation. The PB equation accounts for solver_1t cation) and separates the grid points for which an ionic salt
screening and salt effects and is usually cast in the following concentration (DebyeHiickel parameter) is assigned. The
i . 7 .
two forms (nonlinearflineary! above construction leads to a large system of linear equations
2 . . with the electric potential at the grid points being the unknowns.
V-[e(r)Va(r)] — «(r)” sinhig(r)) = —4mp(r)  (13) This system is sparse (tridiagonal with frin§®sand can be
. 2 _ solved efficiently by iterative methods such as simultaneous
VeI Ver)] — k(r)'¢(r) = —4zp(r) (14) overrelaxation (SOR§% or incomplete Cholesky conjugate

whereg(r) is the electrostatic potential at positione(r) is the gradient (ICCG) method;%*for example. The finite difference

dielectric constani(r) is a modified Debye Huckel parameter, ~ €duations give the electrostatic potential at a grid pajot &s
andp(r) is the solute charge dens#yThe PB equation admits a f_unctlon of the electrostatic potentials at neighboring grid
analytical solutions for only a few regular shapes, e.g., sphere, POINts:
cylinder, and only numerical solutions are possible for molecules 6

with complicated shapé3.The formidable increase in computer () €9¢) + 4rgyh
power (both in speed and memory) over the last few decades i=

and the challenging problems raised in life sciences stimulated b= 6 (15)
new efforts toward the development of high-performance (Se) + (c h)2

algorithms for solving the PB equation for molecules of 4! 0
biological interest. Several mathematical techniques commonly ) J ) L
used for solving partial differential equations have been Whereqo is the charge on the grid point (if any).

explored: (a) the finite difference method (FDM)122.24.6876 FDM has been extensively developec_i over the_ past
(b) the finite element method (FEM3/*7® and (c) the decadg’21.22,24,6876 and extended to deal with the nonlinear
variational method (VMJ°-83 Another technique, known as the ~ form of the PB equatiof:

boundary element method (BEF23384% does not solve
directly the PB equation, but provides the same answer as far
as the Poisson equation is concerned (it can be shown that this We assessed the merits of our SCRF methodology (D&C-
is equivalent to solving Poisson equation directly for the PB method) by comparing our calculated solvation free energies

Results and Discussion
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TABLE 2: Experimental and Calculated (ab Initio and Semiempirical) Solvation Free Energies of Small Charged Molecules in
Watera

compound GrP Guic® Gpo®  Gnp® Gsof compound Gr?®  Guid® Gpo® Gn®  Geof
CoH~ —73.0 imidazole (H") —64.0
ab initio/ESP  —74.9 1.5 4.4 2 714 ab initio/ESP —-67.2 0.9 -1.3 22 —64.2
AM1/Mull —-77.8 0.1 -03 —75.8 AM1/Mul —-64.7 0.2 -03 —62.4
AM1/CM1¥ —77.8 0.1 -03 —75.8 AM1/CM1 -669 02 -04 —64.5
AM1/CM2! —77.6 0.1 -0.2 —75.6 AM1/CM2 —-67.2 02 -04 —64.9
PM3/Mul —78.6 0.1 -03 —76.6 PM3/Mul —-658 05 -0.8 —63.2
PM3/CM1 —78.6 0.1 -03 —76.6 PM3/CM1 —-68.1 05 -1.0 —65.5
PM3/CM2 —78.7 0.1 -03 —76.7 PM3/CM2 —-66.0 0.3 -0.7 —63.6
SM5.2R" —80.5 1.7 —78.8 SM5.2R —61.4 -0.3 —-61.7
CH3;OH,* —87.0 pyridine (H) 23 —58.0
ab initio/ESP  —83.0 1.0 0.1 1.9 -80.1 ab initio/ESP —-61.4 1.0 3.9 —58.1
AM1/Mul —76.6 0.3 -03 —74.5 AM1/Mul —-61.2 04 -06 —58.5
AM1/CM1 —78.4 04 -05 —76.1 AM1/CM1 —-624 05 -0.8 —59.6
AM1/CM2 —78.3 04 -05 —76.0 AM1/CM2 -61.3 03 -04 —58.7
PM3/Mul —79.2 05 -0.7 —76.8 PM3/Mul —-63.0 10 -15 —59.7
PM3/CM1 —81.1 06 -0.8 —78.6 PM3/CM1 —-64.0 10 -16 —60.7
PM3/CM2 —80.8 0.5 -0.8 —78.4 PM3/CM2 —-61.8 06 —-1.1 —58.9
SM5.2R —81.4 -1.6 —83.0 SM5.2R —58.3 -11 594
(CH3),0OH* 2.1 —70.0 GHsNH3" —68.0
ab initio/ESP  —72.0 0.8 2.7 —69.1 abinitio/ESP —78.2 4.6 8.1 24 —-711
AM1/Mul —67.0 03 -01 —64.6 AM1/Mul -73.1 23 37 —68.4
AM1/CM1 —69.1 0.3 -03 —66.7 AM1/CM1 —756 25 —4.2 —70.7
AM1/CM2 —69.0 0.3 -03 —66.6 AM1/CM2 —-735 22 -35 —68.9
PM3/Mul —68.4 0.3 —-04 —66.0 PM3/Mul —-766 29 —46 —-71.3
PM3/CM1 —70.3 03 —-05 —67.8 PM3/CM1 —-79.0 31 -51 —73.5
PM3/CM2 —70.2 04 -05 —67.7 PM3/CM2 —-76.0 28 —46 —70.8
SM5.2R —69.6 -1.1 —70.7 SM5.2R —64.1 -34 —675
CH3;CH,OH," 2.1 —81.0 NH;" —81.0
ab initio/ESP  —80.7 2.2 3.1 —76.4 ab initio/ESP —92.0 0.1 0.7 1.8 —-90.1
AM1/Mul —73.2 0.7 -1.0 —70.4 AM1/Mul —90.0 0.2 0.0 —88.1
AM1/CM1 —76.6 09 -13 —73.6 AM1/CM1 —-89.0 0.2 -0.1 —87.1
AM1/CM2 —76.7 09 -13 —73.7 AM1/CM2 —88.4 0.1 0.1 —86.5
PM3/Mul —74.7 09 -14 —71.7 PM3/Mul -96.0 0.0 -0.2 —94.2
PM3/CM1 —-77.9 09 -16 —74.8 PM3/CM1 —90.8 0.0 0.0 —89.1
PM3/CM2 —77.6 1.0 -16 —74.5 PM3/CM2 —90.8 0.0 0.0 —89.1
SM5.2R —76.4 —-1.7 —78.1 SM5.2R —84.5 —-41 —88.6
(CH3),COH* 21  —64.0 CN- ~75.0
ab initio/ESP  —77.9 4.5 8.3 —71.2 abinitio/ESP —-69.3 0.1 -1.3 20 —67.2
AM1/Mul —63.2 0.2 -01 —60.8 AM1/Mul —-828 00 -04 —81.0
AM1/CM1 —65.6 0.3 -03 —63.1 AM1/CM1 -87.1 00 -—-1.7 —85.3
AM1/CM2 —65.8 0.3 -03 —63.3 AM1/CM2 —-88.6 0.0 -—-21 —86.8
PM3/Mul —64.2 0.2 -03 —61.8 PM3/Mul —-83.0 00 -05 —81.2
PM3/CM1 —66.6 03 -05 —64.1 PM3/CM1 -912 14 -23 —88.0
PM3/CM2 —66.3 0.2 —-04 —63.9 PM3/CM2 -915 15 -24 —88.2
SM5.2R —66.5 —2.6 —69.1 SM5.2R —77.5 -0.1 -76.6
HsO* —105.0 CHCN™ —75.0
ab initio/ESP  —101.7 05 -1.8 1.7 —99.5 ab initio/ESP —-77.2 3.1 5.0 20 -—-722
AM1/Mul —96.1 0.0 0.3 —94.4 AM1/Mul —-723 03 -04 —70.0
AM1/CM1 —99.3 0.0 0.2 —97.6 AM1/CM1 —-76.2 12 -19 —73.0
AM1/CM2 —99.3 0.0 0.2 —97.6 AM1/CM2 -76.3 13 -—-138 —73.0
PM3/Mul —95.7 0.0 0.4 —94.0 PM3/Mul -736 05 -0.8 —-71.0
PM3/CM1 —98.4 0.0 0.1 —96.7 PM3/CM1 -80.0 19 -29 —76.1
PM3/CM2 —98.2 0.0 0.1 —96.5 PM3/CM2 —-816 23 —-35 —77.3
SM5.2R —100.1 0.7 —99.4 SM5.2R —68.2 -19 -70.2
CH30O~ —98.0 NH~ —95.0
ab initio/ESP —-83.1 1.1 -6.8 2.0 —79.9 ab initio/ESP —110.7 5.0 9.5 1.7 —104.1
AM1/Mul —84.3 1.3 —-1.7 —81.1 AM1/Mul —-985 03 -0.2 —96.5
AM1/CM1 —86.1 15 -20 —82.7 AM1/CM1 —-1250 1.8 -8.0 —121.5
AM1/CM2 —85.6 15 -118 —82.2 AM1/CM2 —105.6 0.7 —-13 —103.2
PM3/Mul —85.8 1.2 -19 —82.7 PM3/Mul —-98.1 0.0 -0.1 —96.4
PM3/CM1 —88.3 15 -23 —84.9 PM3/CM1 —108.7 04 -—16 —106.6
PM3/CM2 —-87.9 1.4 =22 —84.6 PM3/CM2 —-108.6 04 -—-15 —106.5
SM5.2R —80.6 —-2.0 —86.2 SM5.2R —85.6 —-5.0 —90.5
CH;COO —77.0 NG~ —73.0
ab initio/ESP  —84.2 3.5 6.3 21 —787 ab initio/ESP —-68.3 0.2 -0.9 20 —66.0
AM1/Mul —79.7 83.2) 14 —-29 1.9 —76.2 (—81.2) AM1/Mul -786 0.1 -0.1 —76.6
AM1/CM1 —81.2 16 —-32 —77.5 AM1/CM1 —-779 0.0 0.0 —76.0
AM1/CM2 —81.4 1.6 -—-32 —77.8 AM1/CM2 —-78.7 00 -0.1 —76.8
PM3/Mul —80.0 15 -29 —76.5 PM3/Mul —-798 03 -03 —76.6
PM3/CM1 —82.5 1.8 -34 —78.7 PM3/CM1 -785 02 -0.1 —76.4
PM3/CM2 —82.7 1.8 —-34 -12 —78.9 PM3/CM2 -779 0.1 0.0 —75.9

SM5.2R —71.7 —72.8 SM5.2R —76:1 05 -—75.6
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TABLE 2: (Continued)

Gogonea and Merz

compound Gr?® Gui®  Gpo® Gnp Gsof compound Gr? Gui®  Gpo Gnp® Gsof
CH;COCH,~ —81.0 NG~ —66.0
ab initio/ESP —80.7 4.3 5.9 2.1 —74.2 ab initio/ESP  —61.4 0.0 0.4 2.1 —59.2
AM1/Mul —74.7 1.4 —-2.5 —71.1 AM1/Mul —68.0 0.0 0.0 —66.0
AM1/CM1 —76.1 1.7 —2.8 —72.2 AM1/CM1 —67.7 0.0 0.0 —65.7
AM1/CM2 —75.8 1.7 —2.7 —-71.9 AM1/CM2 —69.6 0.0 —-0.1 —67.6
PM3/Mul —74.6 1.4 —2.4 —71.0 PM3/Mul —68.0 0.1 —-0.1 —65.9
PM3/CM1 —76.9 1.8 —-2.9 —72.9 PM3/CM1 —67.5 0.1 0.0 —65.4
PM3/CM2 —76.9 1.8 —2.8 72.9 PM3/CM2 —67.3 0.0 0.0 —65.3
SM5.2R —69.0 —-1.6 —70.6 SM5.2R —68.8 52 —63.6
CgHsO~ —75.0 N~ —74.0
ab initio/ESP —72.9 55 55 2.4 —65.1 ab initio)/ESP  —80.5 0.4 10.3 1.8 -—-784
AM1/Mul —68.6 2.2 —3.3 —64.0 AM1/Mul —78.3 0.0 0.0 —76.4
AM1/CM1 —69.8 2.5 —-3.7 —64.9 AM1/CM1 —92.4 0.4 —-3.6 —-90.1
AM1/CM2 —69.0 2.5 —-3.5 —64.1 AM1/CM2 —78.3 0.0 0.0 —76.4
PM3/Mul —67.5 2.1 —-3.0 —63.0 PM3/Mul —80.7 0.0 —-0.2 —78.8
PM3/CM1 —69.6 2.5 —-3.5 —64.7 PM3/CM1 —80.7 0.0 -0.2 —78.8
PM3/CM2 —69.7 25 -35 —64.8 PM3/CM2 —80.7 0.0 -0.2 —78.8
SM5.2R —61.7 -3.3 —65.0 SM5.2R —66.1 —-10.1 —76.2
CgHsCH,~ —59.0 CHSH," —74.0
ab initio/ESP —60.6 1.9 —-2.4 2.4 —56.2 ab initio/ESP  —76.0 1.0 2.3 20 -73.0
AM1/Mul —63.1 1.2 —-2.0 —59.5 AM1/Mul —77.9 1.1 —-1.8 —74.8
AM1/CM1 —63.1 1.2 —-2.0 —-59.5 AM1/CM1 —72.8 0.4 -0.5 —-70.4
AM1/CM2 —63.1 1.0 =17 —59.9 AM1/CM2 —74.4 0.7 —1.0 —71.7
PM3/Mul —61.7 0.8 —-1.6 —58.5 PM3/Mul —=75.1 0.7 —-0.6 —72.8
PM3/CM1 —61.7 0.8 —-1.6 —58.5 PM3/CM1 —-72.1 0.3 —-0.4 —69.8
PM3/CM2 —61.9 0.9 —-1.7 —58.6 PM3/CM2 —73.0 0.3 —-0.4 —70.7
SM5.2R —56.2 -0.2 —56.4 SM5.2R —74.0 0.8 —73.2
OH- —110.0  (CH).SH* —61.0
ab initio/ESP —114.5 3.1 5.0 1.6 —109.7 ab initio/ESP  —67.2 0.7 2.3 2.1 —-64.3
AM1/Mul —-101.7 0.3 -0.2 —99.7 AM1/Mul —73.7 1.5 —2.6 —70.0
AM1/CM1 —105.5 0.6 —-0.7 —103.2 AM1/CM1 —63.9 0.3 -0.3 —61.4
AM1/CM2 —105.6 0.6 —-0.7 —103.3 AM1/CM2 —68.3 0.9 —-1.4 —65.2
PM3/Mul —102.2 0.3 -0.3 —100.2 PM3/Mul —67.3 0.4 -0.8 —64.7
PM3/CM1 —106.9 0.6 -0.9 —104.6 PM3/CM1 —63.4 0.2 -0.3 —61.0
PM3/CM2 —106.8 0.6 -0.9 —104.5 PM3/CM2 —64.7 0.2 —-0.4 —62.3
SM5.2R —-101.7 7.4 —109.0 SM5.2R —68.4 1.3 -—-67.1
HO,~ —101.0 HS —76.0
ab initio/ESP  —103.7 35 6.8 1.8 —98.4 ab initio/ESP  —83.2 1.2 5.0 1.8 -—80.2
AM1/Mul —934 0.9 —-1.2 —-90.7 AM1/Mul —86.3 0.3 —-0.6 —84.2
AM1/CM1 —98.7 1.5 —-2.1 —954 AM1/CM1 —85.3 0.2 —-0.3 —83.3
AM1/CM2 —98.0 1.4 —2.2 94.8 AM1/CM2 —87.3 0.3 -0.8 —85.2
PM3/Mul —-92.3 0.7 —-1.2 —89.8 PM3/Mul —84.2 0.0 0.1 —82.4
PM3/CM1 —96.9 1.1 —-1.7 —94.0 PM3/CM1 —84.2 0.0 0.1 —82.4
PM3/CM2 —96.2 1.1 —-1.7 —93.3 PM3/CM2 —85.5 0.0 —-0.1 —83.7
SM5.2R —87.9 —-7.2 —-95.1 SM5.2R —79.9 —2.4 —82.2
CHsNH3* —73.0 CHS —76.0
ab initio/ESP —81.8 1.4 4.4 2.0 —78.4 ab initio)/ESP  —85.1 4.3 51 20 7838
AM1/Mul —77.1 0.5 -0.8 —74.6 AM1/Mul —84.0 14 —-2.8 —80.6
AM1/CM1 —=77.9 0.6 —-1.3 —75.4 AM1/CM1 —82.4 1.2 —2.2 —79.2
AM1/CM2 —77.2 0.6 -0.9 —74.8 AM1/CM2 —88.6 1.9 -3.9 —84.7
PM3/Mul —83.1 0.6 -15 —80.6 PM3/Mul —81.8 0.7 -1.8 —79.0
PM3/CM1 —82.9 0.8 —-1.9 —80.2 PM3/CM1 —81.9 0.7 —-1.7 —79.3
PM3/CM2 —80.9 0.7 —-1.6 —78.4 PM3/CM2 —85.3 1.0 —-2.5 —82.4
SM5.2R —74.6 —2.3 —=77.0 SM5.2R —75.7 —-1.8 =775
HC(OH)NH;* —78.0 CHCH,S —74.0
ab initio/ESP —79.2 0.8 —-4.1 2.0 —76.4 ab initio/ESP  —84.3 5.5 7.9 21 -76.6
AM1/Mul —74.6 0.2 —-0.3 —72.4 AM1/Mul —83.5 2.0 —4.0 —79.4
AM1/CM1 —78.1 0.2 —-0.4 —75.9 AM1/CM1 —81.7 1.8 —-3.3 —77.8
AM1/CM2 —78.5 0.2 —-0.4 —76.3 AM1/CM2 —88.4 2.6 —-5.1 —83.7
PM3/Mul —75.7 0.5 —-0.8 —73.2 PM3/Mul —80.9 1.2 —2.9 —77.6
PM3/CM1 —77.4 0.4 -0.8 —75.0 PM3/CM1 —81.2 1.2 —-2.8 —77.9
PM3/CM2 —76.6 0.3 —-0.6 —74.3 PM3/CM2 —84.9 1.5 —3.7 —81.3
SM5.2R =727 —7.6 —80.3 SM5.2R —73.7 —-1.8 —75.7
CH;CNH* —69.0 n-CsH;S™ —76.0
ab initio/ESP —67.8 0.3 -1.9 2.1 —65.4 ab initio)/ESP  —84.5 6.3 8.7 23 —759
AM1/Mul —69.3 0.2 -0.2 —67.1 AM1/Mul —83.0 2.3 —4.8 —78.4
AM1/CM1 —69.6 0.0 0.1 —67.6 AM1/CM1 —81.3 2.2 —4.1 —76.8
AM1/CM2 —69.7 0.1 0.1 —67.6 AM1/CM2 —88.0 2.9 —-5.8 —82.8
PM3/Mul —75.0 1.1 —-2.0 —71.9 PM3/Mul —80.6 1.5 —3.6 —76.8
PM3/CM1 —-72.5 0.6 -1.1 —69.9 PM3/CM1 —80.9 1.6 —-3.6 —=77.0
PM3/CM2 —72.2 0.5 —1.0 —69.7 PM3/CM2 —84.6 1.9 —4.3 —80.4
SM5.2R —67.1 —-1.2 —68.4 SM5.2R —73.9 -1.7 —75.6
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TABLE 2: (Continued)

compound Gr? Gui®  Gpo® G’ Gsof compound Gr? Gud® Gpol® Gnp® Gsof
CH3;C(OH)NH,* —70.0 GHsS™ —65.0
ab initio/ESP —75.5 1.4 —-1.4 21 -716 ab initio/ESP -765 —-121 -16.6 25 -—86.1
AM1/Mul —66.8 0.4 —-0.5 —64.2 AM1/Mul —74.5 4.0 —6.0 —68.0
AM1/CM1 —69.5 0.3 —-0.4 —67.0 AM1/CM1 —74.4 4.0 —5.7 —67.9
AM1/CM2 —70.5 0.5 -0.7 —67.8 AM1/CM2 —78.9 53 —-7.3 —-71.1
PM3/Mul —71.0 1.0 —-1.7 —67.8 PM3/Mul —74.6 3.7 —5.7 —68.4
PM3/CM1 —74.4 1.3 —-2.1 —70.9 PM3/CM1 —75.6 3.9 —5.8 —69.2
PM3/CM2 —72.4 1.0 —-1.6 —69.2 PM3/CM2 —78.8 4.5 —6.7 —71.7
SM5.2R —66.2 —8.0 —-74.1 SM5.2R —63.0 —-34 —66.3
(CHs)2NH,* —66.0 unsigned max error
ab initio/ESP —73.0 14 5.3 21 —69.6 ab initio/ESP 211
AM1/Mul —68.4 0.5 —-0.6 —65.8 AM1/Mul 16.9
AM1/CM1 —70.1 0.6 -1.1 —67.4 AM1/CM1 26.5
AM1/CM2 —69.7 0.6 —-0.8 —67.0 AM1/CM2 15.8
PM3/Mul —72.3 0.6 —-1.2 —69.6 PM3/Mul 15.3
PM3/CM1 —74.9 0.9 —-2.0 —71.9 PM3/CM1 13.1
PM3/CM2 —72.3 0.7 =15 —69.5 PM3/CM2 13.4
SM5.2R —67.5 0.0 —-675 SM5.2R 15.4
(CHg)sNH* —59.0  unsigned avg error
ab initio/ESP —64.9 0.7 4.0 22 -62.0 ab initio/ESP 4.8
AM1/Mul —60.7 0.3 -0.2 —58.1 AM1/Mul 51
AM1/CM1 —61.8 0.4 —-0.4 —59.1 AM1/CM1 5.0
AM1/CM2 —61.3 0.3 —-0.3 —58.7 AM1/CM2 4.9
PM3/Mul —63.3 0.3 —0.5 —60.7 PM3/Mul 51
PM3/CM1 —64.8 0.5 —-1.0 —62.0 PM3/CM1 4.7
PM3/CM2 —63.0 0.4 -0.7 —60.3 PM3/CM2 4.9
SM5.2R —62.2 26 —59.6 SM5.2R 3.8

a All entries are in kcal/mol. For geometries used in solvation calculations see foatimfEable 1. PB settings: exterior dielectric constant
80, interior dielectric constant 1, grid resolution 1.8 grids/A, van der Waals radii from ref 26, prove radius 1.4 A, no &&saction field free
energy.® Change in solute self-energy due to polarization of electron deridfylarization free energfyGrr(solution—-gas)+ Guar} . © Cavity plus
dispersior-repulsion contribution (nonpolar) calculated as a function of molecular suffScdvation free energy? The ab initio solvation free
energies were calculated with Jaguar 8%ysing electrostatic potential derived atom charges to solve the PeiBsitzmann equation. See ref
97. " Cavity + dispersion term used for ab initio and AM1/PM3 Hamiltonians (D&C-PEXxperimental solvation free energi€gé i Mulliken
chargeskCM1 charge®® ' CM2 chargeg® ™Cramer and Truhlar's solvation model SM5.2R" Cavity + dispersion term used in SM5.2R
solvation mode?* ° From ref 7.P Difference between experimental and calculated solvation free energies.

of a set of 29 neutral organic molecules taken from Tannor et dependent on the selection of the van der Waals radii set and
al28 (see their Table 2), and 36 ions taken from Cramer and the nonpolar term. Our solvation free energies are also in good
Truhlar (see their Table 18%.We then compared our results agreement with those calculated by Shao et'al(XRISM
(see Tables 1 (neutral) and 2 (ions)) against experith&dand model), York et al” using an AM1/COSMO approach (Table
the calculated values of York et dlCramer, Truhlar, and co- 1), while a recent SM5 approach, with a more elaborated
workers?* and Friesner, Honig, Goddard, and co-work&r¥. nonpolar term, gives a solvation free energy error of 0.45 kcal/
Table 3 gives a comparison of experimental and calculated mol on a set of 248 neutraté.Figure 2 shows that solvation
(semiempirical and ab initio) gas-phase dipole moments and free energies (and reaction field free energies, Figure 3)
Tables 4 and 5 show semiempirical and ab initio computed calculated with the semiempirical-PB method tracks the ab initio
solvation free energies fdd-acetylN'-methylamide derivatives  results and the experimental values for most compounds in the
of the 20 naturally occurring amino aciéfsand DNA bases data set, but notable exceptions are the alchohols, amines, and
and nucleotides. Finally, the solvation free energies in water thiols. The difficulty with these compounds may stem either
(and the CPU required to calculate them on a Sillicon Graphics from the semiempirical Hamiltonian which likely fails to give
Origin 200 workstation) for a set of proteins ranging from 46 the proper charge distribution for these systems or the nonpolar
to 275 residues and a piece of DNA (Dickerson’s DNA term (we used a rather crude approximation) of solvation free
dodecaméf) are given in Table 6. energy. Difficulties with amines have already been noted by
Small Neutral MoleculesTable 1 and Figure 2 shows good Friesner and co-workei®®” and have been variably ascribed
agreement between the solvation free energies of small organicto first shell hydrogen bonding effects, charge transfer effects,
solutes calculated by the AM1/PM3 Hamiltonian (using Cramer, etc.
Truhlar, and co-workers class IV CM1/CM2 charge mo#e®, Small Charged Molecule#\ comparison between ab initio
by ab initio methods (GVB: Jaguar 373% and the experi-  and semiempirical methods for small charged molecules is given
mental value§>9% Solvation free energies for a few small in Table 2. The average error for the PM3/CM1 approach, for
neutrals calculated with the SM5.4R model are also included example, is 4.7 kcal/mol which is slightly lower than the ab
in Table 1 for comparisofft Our AM1/CM1 approach gives initio result (4.8 kcal/mol). The conclusion from Tables 1 (Figure
an average error of only 1.1 kcal/mol, which compares well 2) and 2 is that both AM1 and PM3 Hamiltonians perform quite
with the GVB result of 0.6 kcal/mol for the same data set. well with the class IV charges CM1/CM2, while the class Il
Tomasi and co-worker$ reported an average error of 1.6 kcal/  Coulson charges generally give poor agreement with experi-
mol for a set of 43 small neutral compounds with their HF/ mental results. For ions, our SCRF method performs as well as
PCM model (Pauling radii) and 0.9 kcal/mol for the HF/ the ab initio method, giving us confidence in applying this
SCIPCM model. These additional results show that a further methodology to larger molecules such as proteins and nucleic
increase in the accuracy of estimating solvation free energy is acids which are not yet accessible at the ab initio level. Cramer,
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TABLE 3: Experimental and Calculated (ab Initio and Semiempirical) Dipole Moments of Small Neutral Molecules in

Vaccuum and Water

ab initio AM1 PM3 ab initio AM1 PM3
compound gds watef gas water gas water €kp compound gds watef gas water gas water €xp
water 209 250 109 117 0.97 1.05 1.85 4-methyl-2-pentanone 2.69 3.61 230 3.12 211 287 270
2,02 214 192 207 269 364 269 3.66
200 211 187 2.00 3.60 475 350 4.60
methanol 180 229 114 128 093 105 1.70 methanethiol 170 235 041 049 055 0.67 1.53
163 1.83 159 1.80 128 150 1.23 143
159 1.78 152 171 125 152 119 141
ethanol 167 224 112 133 094 111 1.69 ethanethiol 171 251 063 076 079 095 158
156 1.84 156 1.85 137 166 139 1.65
151 1.78 149 175 145 1.76 134 161
acetic acid 156 191 230 286 216 273 1.74 dimethylsulfide 174 249 0.00 0.02 036 043 150
198 249 196 251 117 141 129 163
277 337 269 3.30 1.06 1.36 1.23 1.49
acetone 270 381 255 328 232 3.02 2.88 methylethylsulfide 168 258 023 026 042 052 1.56
295 378 292 377 116 146 130 1.59
3.86 4.81 372 466 1.07 143 126 157
cis-N-methylacetamide 396 4.66 358 462 306 4.06 diethyl sulfide 174 266 005 0.00 0.38 0.51 1.50
3.71 466 320 4.13 1.09 144 128 1.63
444 548 406 5.02 1.02 144 125 163
transN-methylacetamide 3.78 455 285 3.77 263 3.59 3.73 methylamine 148 201 047 051 010 0.10 131
295 3.80 372 492 140 1.61 121 1.36
4.06 5.09 398 5.06 117 126 115 127
acetamide 3.81 449 321 414 286 3.83 3.76 dimethylamine 1.09 163 033 037 0.10 0.13 1.03
3.27 4.09 368 4.76 1.09 1.31 097 114
430 525 4.07 5.06 0.86 0.97 095 1.09
2-propanol 145 228 117 141 098 119 1.66 trimethylamine 0.73 125 018 0.18 0.05 0.09 0.61
157 190 158 191 0.83 1.03 0.56 0.63
153 1.89 151 1.82 0.63 0.72 0.76 0.88
phenol 136 197 074 098 053 0.71 1.45 ethylamine 141 200 047 054 017 020 1.22
127 169 125 1.68 136 1.68 114 1.32
124 164 118 1.56 111 1.27 110 127
toluene 0.29 042 030 0.31 0.25 0.28 0.36-propylamine 150 197 047 053 019 023 1.17
0.30 031 025 0.28 135 165 111 1.29
029 031 0.26 0.28 1.09 124 1.06 124
2-pentanone 270 369 239 319 219 295 n-butylamine 147 200 047 054 020 024 1.44
279 371 278 372 135 168 1.11 1.31
3.70 479 358 4.65 1.08 1.26 1.07 127
ethylbenzene 020 054 037 039 035 0.38 0.59 diethylamine 094 150 0.27 053 016 0.21 0.92
0.37 039 035 0.38 1.00 135 0.89 1.13
035 0.39 0.35 0.38 0.75 095 0.86 1.08
3,5-dimethylpyridine 261 371 119 159 0.88 1.17 unsigned max error 0.39 1.50 1.73
177 270 1.89 261 0.84 0.76
245 335 259 358 1.03 0.95
4-methylpyridine 262 389 131 171 097 1.26 unsigned av error 0.12 0.72 0.85
195 294 200 273 0.24 0.19
257 347 268 3.67 0.33 0.27

a All entries are in kcal/mol. For geometries used in solvation calculations see foarintdable 1. PB settings for solution calculation:
exterior dielectric constant 80, interior dielectric constart 1, grid resolution 1.8 grids/A, van der Waals radii from ref 26, probe radius 1.4 A,
no salts.” Gas phase value€RC Handbook of Chemistry and Physi6&th ed., and fronTable of Experimental Dipole Momentsol. 1-3, by
A. L. McClellan). ° Gas phase values taken from ref 2&olution phase values calculated with Jaguar'®.5.

Truhlar, and co-workers SM5.2R model (with class Il chatjes  As the dipole moment gives the leading term in a multipole
perform slightly better, due to the appropriate tailoring of the expansion of the solvation free energy, it becomes apparent that
nonpolar term, but it can be seen also that our reaction field the gross underestimation of dipole moment introduces large
energies are closer to the ab initio values than those obtainederrors in solvation free energy. But, we believe that our
with the SM5.2R model? difficulties with S-containing compounds (Table 1) are mainly
The reason Coulson (Mulliken) charges perform so poorly due to a crude model for the nonpolar term rather than the
when it comes to evaluating the solvation free energy can be simplicity of the semiempirical Hamiltonian. The nonpolar term
readily understood from the data of Table 3. It is obvious that includes solvent packing effects (cavity formation) and sokent
Coulson based dipole moments are in poor agreement withsolute van der Waals interaction. The assumption that these two
experimental values and that CM1 or CM2 based dipole terms balance off each other as in the case of hydrocatbons
moments are in much better agreement (as they were designeé@nd their sum depends linearly on solvent-accessible surface
to be®®29. Our relatively poor performance with S-containing area is a rather crude one. Better design of the nonpolar term is
compounds can be also rationalized by inspecting the resultsdefinitely required for better agreement with the experimental
of Table 3. The dipole moments calculated in water are much quantities, but our solvation free energy results for amino acids
too low when the semiempirical Hamiltonians were used. For derivatives (vide infra) show that this nonpolar term may be
example, dimethyl sulfide has an ab initio calculated gas/solution appropriate to use in calculation of proteins. Of the four different
phase dipole of 1.74/2.58 D, while the corresponding semiem- methods we examined, the best approach is the AM1/CM1
pirical values are~1.1-1.28/1.4-1.6 D (depending on the  model followed by AM1/CM2 and the two PM3-based ap-
Hamiltonian used). The experimental gas-phase value is 1.5 D.proaches. The differences mainly come into play with the neutral
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TABLE 4: Calculated (ab Initio and Semiempirical) Solvation Free Energies in Water of N-Methyl-N'-acetyl Derivatives of the
Naturally Occurring Amino Acids 2

amino acid Gr? Gui®  Gpa® Gyt Gsof amino acid Gr? Guid® Gpol® Gnp® Gsof
glycine methionine
ab initic? 2.6 ab initio 3.2
GVB/6-31G** —-19.8 35 12.4 -13.7 GVB/6-31G** k
B3LYP/6-31G** —22.4 4.4 17.2 —154 B3LYP/6-31G** —22.4 3.8 10.5 —15.4
AM1/CM1P —-17.5 1.3 —2.6 2.7 —13.5 AM1/CM1 —18.3 1.1 —-2.3 3.2 —13.9
AM1/CM2 —20.9 21 =35 -16.1 AM1/CM2 —20.9 1.7 -3.0 —15.9
PM3/CM1 —18.6 2.3 —-3.5 —13.6 PM3/CM1 —19.7 1.9 —-3.2 —14.5
PM3/CM2 —18.13 21 32 —13.3 PM3/CM2 —18.6 1.7 —-2.9 —13.6
SASA —-1.2 SASA —-1.1
alanine aspartate
ab initio 2.7 ab initio 2.9
GVB/6-31G** —19.0 3.1 11.2 —13.2 GVB/6-31G**
B3LYP/6-31G**  —23.1 4.5 15.4 —15.9 B3LYP/6-31G** —74.5 5.8 16.1 —66.0
AM1/CM1 —-17.3 14 25 28 —13.2 AM1/CM1 —77.4 2.3 —4.7 30 -—721
AM1/CM2 —20.8 22 34 —15.9 AM1/CM2 —76.7 2.3 —4.3 —71.4
PM3/CM1 —18.8 23 34 —13.8 PM3/CM1 —73.9 25 —4.2 —68.5
PM3/CM2 —18.1 21 -31 —13.3 PM3/CM2 —74.2 2.4 —4.2 —68.8
SASA —0.6 SASA —8.0
valine glutamate
ab initio: 3.0 ab initio 3.0
GVB/6-31G** -17.3 3.0 9.4 -11.3 GVB/6-31G**
B3LYP/6-31G** —18.7 2.9 11.4 —-12.8 B3LYP/6-31G** —90.6 10.1 21.1 —77.5
AM1/CM1 —16.5 1.2 —2.2 3.0 —-12.3 AM1/CM1 —-97.1 5.8 —-9.7 3.1 —88.2
AM1/CM2 —-19.5 1.7 -29 —14.6 AM1/CM2 —98.5 6.2 —10.3 —89.2
PM3/CM1 —-17.5 1.8 -3.0 —-12.6 PM3/CM1 —102.2 5.0 —-8.7 —94.0
PM3/CM2 —16.7 1.7 27 —12.0 PM3/CM2 —100.4 4.8 -8.3 —92.6
SASA -0.1 SASA —8.2
leucine asparagine
ab initio 3.1 ab initio 3.0
GVB/6-31G** —18.6 3.1 9.3 —12.4 GVB/6-31G** —25.7 3.9 10.1 —18.8
B3LYP/6-31G**  —18.7 2.9 11.5 —-12.7 B3LYP/6-31G** —25.9 4.7 14.0 —18.2
AM1/CM1 —16.6 11 21 32 -—123 AM1/CM1 —22.9 1.3 —2.7 3.0 -—186
AM1/CM2 —19.2 16 —28 —14.4 AM1/CM2 —26.1 2.0 —3.6 -21.1
PM3/CM1 —-17.7 1.8 —-30 —-12.7 PM3/CM1 —24.9 2.3 —-3.8 —19.5
PM3/CM2 —16.8 1.6 —2.6 —-12.0 PM3/CM2 —23.4 2.0 —-3.4 —18.3
SASA 0.2 SASA —-7.9
isoleucine glutamine
ab initio 3.1 ab initio 3.1
GVB/6-31G** -17.1 2.9 9.2 -11.1 GVB/6-31G**
B3LYP/6-31G**  —19.2 3.1 11.3 —13.0 B3LYP/6-31G** —34.2 6.6 22.2 —24.5
AM1/CM1 —17.0 12 22 3.1 128 AM1/CM1 —27.6 1.9 -3.6 32 225
AM1/CM2 —19.6 1.7 -29 —14.8 AM1/CM2 —33.7 3.3 -5.3 —27.2
PM3/CM1 —17.6 1.8 -—29 —12.6 PM3/CM1 —31.0 3.8 —5.8 —24.0
PM3/CM2 —17.0 1.7 27 —-12.2 PM3/CM2 —28.8 3.3 —-4.9 —22.3
SASA 0.3 SASA -7.9
serine lysine
ab initio 2.8 ab initio 3.3
GVB/6-31G** —18.4 25 6.3 —13.1 GVB/6-31G**
B3LYP/6-31G**  —17.4 2.3 8.1 —-12.3 B3LYP/6-31G** —95.0 7.5 18.7 —84.2
AM1/CM1 —17.0 08 -17 28 —134 AM1/CM1 —91.0 3.2 —6.4 33 —845
AM1/CM2 —17.9 1.1 2.1 —14.0 AM1/CM2 —93.2 3.7 —6.6 —86.2
PM3/CM1 —-17.4 1.3 —2.2 —-13.3 PM3/CM1 —96.2 3.9 7.4 —89.0
PM3/CM2 —16.9 1.2 —-2.0 —-12.9 PM3/CM2 —93.2 3.6 —7.6 —86.3
SASA —6.4 SASA —6.1
threonine arginine
ab initio 2.9 ab initio 3.3
GVB/6-31G** —18.3 2.4 6.0 —13.0 GVB/6-31G**
B3LYP/6-31G**  —17.3 2.2 8.2 —12.2 B3LYP/6-31G** —71.5 5.4 10.3 —62.8
AM1/CM1 —16.3 0.8 —-1.7 2.9 —12.6 AM1/CM1 —77.3 1.9 —-3.8 34 —-71.2
AM1/CM2 —-17.3 11 21 —13.3 AM1/CM2 —79.7 2.6 —4.4 —73.7
PM3/CM1 —16.6 13 -23 —12.4 PM3/CM1 —80.9 34 5.7 —74.0
PM3/CM2 —15.8 12 -20 —-11.7 PM3/CM2 —77.3 2.9 —4.8 —70.1
SASA —4.6 SASA —14.0
cysteine phenylalanine
ab initio 2.9 ab initio 3.3
GVB/6-31G** —18.3 2.7 8.2 —-12.7 GVB/6-31G**
B3LYP/6-31G** —18.1 2.9 10.4 —-12.3 B3LYP/6-31G** —24.4 4.5 14.0 —16.6
AM1/CM1 —16.6 1.4 —-2.5 2.9 —-12.3 AM1/CM1 —20.7 1.7 —-3.2 3.3 —15.6
AM1/CM2 —21.2 2.6 —3.8 —15.7 AM1/CM2 —25.3 3.1 —4.7 —18.8
PM3/CM1 —-21.1 3.2 —4.4 —14.9 PM3/CM1 —22.1 3.0 —4.4 —15.8
PM3/CM2 —18.8 26 —3.6 -13.2 PM3/CM2 —20.3 25 -3.6 —145
SASA —-2.5 SASA 2.1
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TABLE 4: (Continued)

amino acid Gr?®  Guid® Gpo® G Geof amino acid Gr?®  Guie® G  Gngf Gsof

tyrosine tryptophane

ab initio 3.3 ab initio 3.4

GVB/6-31G** —26.4 4.0 5.0 —-19.4 GVB/6-31G**

B3LYP/6-31G**  —27.3 3.4 7.2 —20.6 B3LYP/6-31G** —26.9 3.5 7.0 —20.0

AM1/CM1 -25.1 19 -35 34 -198 AM1/CM1 —28.0 22 —-44 35 =222

AM1/CM2 —27.4 2.4 —4.1 —21.6 AM1/CM2 —30.2 2.7 —4.8 —24.0

PM3/CM1 —25.8 27 —44 —19.7 PM3/CM1 —29.4 32 —54 —22.6

PM3/CM2 —24.8 2.5 —-4.0 —18.9 PM3/CM2 —26.9 2.8 —4.7 —20.6

SASA -9.2 SASA —-5.4
proline max diff

ab initio 2.8 GVB/6-31G** 2.7

GVB/6-31G** —17.6 34 14.3 —-11.4 AM1/CM1 3.9(10.7

B3LYP/6-31G**  —19.3 3.8 16.5 —-12.7 AM1/CM2 6.8 (11.7)

AM1/CM1 —15.6 1.1 -22 29 -116 PM3/CM1 5.5 (16.6)

AM1/CM2 —-17.8 1.7 —-2.8 —13.2 PM3/CM2 5.2 (15.0)

PM3/CM1 —15.0 1.7 -26 —10.3  average diff

PM3/CM2 -14.9 16 24 —10.4 GVB/6-31G** 0.8

SASA -0.7 AM1/CM1 1.3 (6.6)
histidine AM1/CM2 2.1(7.6)

ab initio 3.1 PM3/CM1 1.5(8.8)

GVB/6-31G** PM3/CM2 1.6 (7.1)

B3LYP/6-31G**  —28.3 51 12.7 —20.1

AM1/CM1 —29.7 2.5 —6.1 3.2 —239

AM1/CM2 —33.2 31 -55 —26.8

PM3/CM1 -32.6 38 —6.3 —25.6

PM3/CM2 -32.1 36 —6.0 —25.3

SASA -6.8

a All entries are in kcal/mol. For geometries used in solvation calculations see foatimfEable 1. PB settings: exterior dielectric constant
80, interior dielectric constant 1, grid resolution 1.8 grids/A, van der Waals radii from ref 26, probe radius 1.4 A, no salts. Semiempirical
calculations were done with the AM1 and PM3 Hamiltonians. All energy terms are in kcalliRehction field energy: Change in solute self-
energy due to polarization of electron density under the influence of the polarizable s8I8ehite polarization free enerdyGre(solution—gas)
+ Guwia}. © Cavity plus dispersionrepulsion contribution (nonpolar) calculated as a function of molecular suff&cévation free energy. Ab
initio results obtained with Jaguar 3°%at GVB and DFT level of ab initio theory.CM1 chargeg? ' CM2 charge$? i Solvation free energy
calculated based on solvent-accessible surface'#€eSCF did not convergé.Maximum difference between solvation free energies calculated
with GVB/AM1/PM3 and DFT.™ The set contains only the neutral amino acids atpH. " The set contains only the charged amino acids at pH
= 7.° Average difference between solvation free energies calculated with GVB/AM1/PM3 and DFT.

molecules (e.g., AM1/CM1 error of 1.1kcal/mol versus PM3/ DNA Bases and Nucleotide®ur next series of tests was
CM1 error of 1.9 kcal/mol), while the error bar for the charged performed on DNA basis and nucleotides, the basic blocks in
compounds was essentially identical for all models (differences constructing DNA/RNA molecules. As in the case of amino
of a few tenths of a kcal/mol). acids, we calculated the DNA bases at GVB and DFT (B3LYP)
Amino Acids Next we addressed the solubility of the amino levels of ab initio theory and with semiempirical AM1/PM3
acids that serve as the building blocks of proteins. Our concern Hamiltonians and CM1/CM2 charge models. These results were
was Whether D&C-PB method is able to give accurate solvation compared with those obtained by York et’alising AM1/
free energies for these critically important compounds. Table 4 COSMO approach and Miller and Kollman’s FEP restftts.
shows the solvation free energies for tNeacetylN'-methyl Table 5 shows that there is good agreement between the
derivatives of the 20 naturally occurring amino acids calculated semiempirical and DFT results. PM3 Hamiltonian gives good
at the semiempirical level and GVB and DFT (B3LYP) levels agreement for cytosine, adenine, and guanine, while AM1 agrees
(single point at the gas-phase GVB/DFT geometf))The ab well with DFT for thymine and uracil. AM1/CM1 fails badly
initio and semiempirical results (AM1/CM1) are in all cases in for cytosine. It appears that the AM1/CM1 charge model is to
excellent agreement with each other (even for sulfur- or be blamed for this failure (5.2 kcal/mol off DFT result). For
hydroxyl-containing amino acids). In fact, the ab initio GVB example, both AM1/CM2 and PM3/CM1 reduce the difference
results (Jaguar 3.5) are larger by about 2 kcal/mol than the valuesto 1.4 kcal/mol. The average difference in solvation free energies
shown in Table 4 because they include the first shell solvation (with respect to DFT results) is the same as for small neutral
correction?” This term in some cases is larger; for example, it molecules. AM1/CM2 gives an average difference of 1.1 kcal/
makes leucine 4 kcal/mol more soluble than alanine. Consideringmol, while AM1/CM1 gives 2.8 kcal/mol because of its
the minor structural differences between the two amino acids, difficulty with cytosine. The FEP and York et al. average
the calculated difference in the solvation free energy seems todifferences are 1.0 and 0.7 kcal/mol, respectively. The York et
be a bit large in this case. As our D&®PB calculations do al. solvation free energies are closer to both FEP and DFT
not include a first shell correction term we only considered the results, but at the price of reparametrizing the COSMO method.
GVB results without this term. As far as we are aware there is We calculated also the solvation free energies of the nucleotides
no experimental solvation free energies for these compounds.and compared the DFT and semiempirical results in Table 5.
A free energy perturbation study published by Kollman and co- Again cytosine (cytidine phosphate) is handled with difficulty
workerd9 gives a free energy for the mutation of alanine to by AM1/CM1 which gives a solvation free energy larger by 13
leucine in solution of 0.65t 0.2 kcal/mol. The GVB result  kcal/mol, while PM3/CML1 gives the same value as DFT. On
was 0.8 kcal/mol (without the first shell correction) and our the other hand, AM1/CM1 performs well for the other four
calculated semiempirical value was 0.9 kcal/mol. nucleotides. The average difference between our semiempirical
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TABLE 5: Calculated (ab Initio, Semiempirical and FEP) Solvation Free Energies in Water of DNA Bases and Nucleotides

amino acid Gr?®  Guid® Gpo Gn  Geof amino acid Gr?®  Guwi® Gpo® Gngt Gsof
1-methylcytosine 3Me-cytidine-PQ—Me

ab initic? ab initio/B3LYP/6-31G** —84.9 80 101 36 -733

GVB/6-31G** —26.3 6.0 76 25 -178 AM1/CM1 —94.3 45 -84 3.8 -86.0
B3LYP/6-31G** —27.1 5.8 6.8 —18.8 AM1/CM2 —88.4 44 —6.7 —80.3

FEP —18.4 PM3/CM1 -82.0 46 —6.3 —73.6

AM1/Mulh —18.8 PM3/CM2 —76.4 43 —-6.1 —68.3

AM1/CM1" —-310 45 —-88 24 -—240 3-Me-Adenosine-Pe@-Me

AM1/CM2! —26.7 41 —-56 25 —20.2 abinitio/B3LYP/6-31G** —85.8 79 —-06 37 -—742

PM3/CM1 -240 41 -56 -17.4 AM1/CM1 —85.9 35 —-63 39 -785

PM3/CM2 —24.9 43 —58 —18.1 AM1/CM2 —82.9 36 —6.2 —75.4
9-methyl adenine PM3/CM1 —76.7 39 -6.0 —68.9

ab initio PM3/CM2 —-71.9 40 -52 —64.4

GVB/6-31G** k 3'-Me-Tymidine-PQ—Me
B3LYP/6-31G* —20.7 3.1 20 26 —15.0 abinitio/B3LYP/6-31G** —78.3 36 136 37 -710

FEP —13.6 AM1/CM1 —75.0 21 —-38 38 -69.1

AM1/Mul -231 18 —-43 26 -155 AM1/CM2 =727 21 -39 —66.9

AM1/CM1 -225 17 —-36 26 -—187 PM3/CM1 —69.4 23 -35 —63.2

AM1/CM2 -213 22 -40 —18.1 PM3/CM2 —63.4 20 -31 —57.6

PM3/CM1 —-21.4 21 -4.1 —16.4 3-Me-Guanosine-P©-Me

PM3/CM2 —16.7 abinitio/B3LYP/6-31G** —-103.7 143 —-43 37 -—857
1-methylthymine AM1/CM1 —93.9 57 -89 40 -84.2

ab initio AM1/CM2 —95.2 6.8 —9.6 —84.5

GVB/6-31G* —18.8 3.0 46 26 -—13.2 PM3/CM1 —94.0 76 -98 —82.4
B3LYP/6-31G* —18.0 3.0 5.4 —-12.4 PM3/CM2 —86.5 6.9 -9.0 —75.5

FEP —12.4  3-Me-Uridine-PQ—Me

AM1/Mul 25 —13.0 abinitio/B3LYP/6-31G** -81.9 6.1 174 36 -721

AM1/CM1 —15.5 1.3 —-25 26 -115 AM1/CM1 —77.2 21 -39 37 -714

AM1/CM2 —-17.3 1.7 -29 —12.9 AM1/CM2 —75.1 21 -40 —69.2

PM3/CM1 —14.6 16 —-26 —-10.4 PM3/CM1 —72.8 25 -39 —66.4

PM3/CM2 -147 1.7 -25 -10.4 PM3/CM2 —66.8 22 =35 —60.7
9-methylguanine max diff

ab initio GVB/6-31G**m 0.9

GVB/6-31G** AM1/Mul" 1.6
B3LYP/6-31G** —34.4 6.6 16.0 2.7 —251 FEP/ESP 2.7

FEP —22.4 AM1/CM1 5.2(12.M

AM1/Mul 26 —234 AM1/CM2 3.2(6.9)

AM1/CM1 -272 27 54 27 -218 PM3/CM1 2.7 (7.6)

AM1/CM2 -31.6 37 -58 —25.2 PM3/CM2 3.0(13.3)

PM3/CM1 -305 43 -6.6 —23.4 average diff

PM3/CM2 —28.7 39 -6.1 —22.1 GVB/6-31G** 0.4
1-methyluracil AM1/Mul 0.7

ab initio FEP/ESP 1.0

GVB/6-31G** —19.7 3.7 141 25 -135 AM1/CM1 2.8(4.2)
B3LYP/6-31G* —19.0 2.8 15.1 —13.7 AM1/CM2 1.1 (3.3)

FEP —14.0 PM3/CM1 1.8 (4.4)

AM1/Mul 24 —145 PM3/CM2 2.0 (10.0)

AM1/CM1 —16.5 14 -—-27 25 -126

AM1/CM2 —18.3 1.8 -31 —14.0

PM3/CM1 —15.2 1.7 27 —11.0

PM3/CM2 -154 1.7 =27 —-11.2

a All entries are in kcal/mol. For geometries used in solvation calculations see foatimofEable 1. PB settings: exterior dielectric constant
80, interior dielectric constant 1, grid resolution 1.8 grids/A, van der Waals radii from ref 26, probe radius 1.4 A, no salts. Semiempirical
calculations were done with the AM1 and PM3 Hamiltonians. All energy terms are in kcaliRehction field energy: Change in solute self-
energy due to polarization of electron density under the influence of the polarizable séI8ehite polarization free enerdyGre(solution—gas)
+ Guia}. € Cavity plus dispersionrepulsion contribution (nonpolar) calculated as a function of molecular suffSoévation free energy. Ab
initio results obtained with Jaguar 3°%at GVB and DFT level of ab initio theory.CM1 charge$?' CM2 charge$?] Solvation free energy
calculated based on solvent-accessible surface area (see ref $@8).did not convergé Maximum difference between solvation free energies
calculated with GVB/FEP/AM1/PM3 and DFTThe set does not contain the compounds for which the SCF did not converge (skle hB@vation
free energies from ref ?.Solvation free energies (FEP) from ref 103. The set contains only the nucledtidesrage difference between solvation
free energies calculated with GVB/FEP/AM1/PM3 and DFT.

results and those obtained from DFT calculations is around 4 has been used with nonpolarizable solutes (i.e., with fixed
kcal/mol which compares well with 5.6 kcal/mol (Table 2) charges) in order to mimic the electronic polarization. The value
obtained for small charged compounds. of —124.9 kcal/mol obtained for the reaction field energy
Proteins and DNAWe applied the D&C-PB (AM1/CM1) (without SCRF) should be close to the value obtained with a
methodology to the calculation of the solvation free energy for dielectric constant of one with the SCRF (i.e316.7+ 23.4).
few proteins ranging from crambin (642 atoms)Subtilisin E However, the actual calculations show a large difference
(3854 atoms) and a piece of DNA with 24 nucleotides between these two values, suggesting that the use of a dielectric
(Dickerson’s dodecamé¥). For proteins we used (as for the constant of two with nonpolarizable solutes overestimates the
small molecules) a dielectric constant of 1. For crambin we also polarization of the electronic charge density. All calculations
performed calculations with a dielectric constant of 2, which were carried out on a SGI Origin 200 workstation with 128MB
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TABLE 6. Solvation Free Energies of Proteins and DNA in Water Calculated by D&C-PB Methodology

CPU
proteir? atoms  residues total charge Gge Guar® Gpo® Gngf Gsof SCh PB
Crambin 642 46 0 —316.7 234 371 19.7 2735 6276 84
—124.9 —221.4
BPTI 892 58 +6 —1336.3 69.7 —108.2 26.6 —1239.8 8991 95
—1021.5
CspA 1010 69 0 —1175.5 109.3 -—158.7 28.6 —1073.5 6256 64
lysozyme 1960 129 +8 —1936.3 129.3 -—181.8 453 -—1761.7 29544 501
—1575.0
Subtilisin B 3854 275 -2 —1856.3 166.8 —241.0 748 —1614.7 76126 584
Sendai virus 5978 373 -8 —4338.0 343.2 —-503.1 138.2 —3856.7 74878 2064
Dickerson’s DNA dodecamer 758 24 —22 —63429 1071 -107.3 30.0 —6205.8 9123.1 223.1

aEnergy entries are in kcal/mol. The geometries were not optimized, see text for a description of geometries preparation. PB settings: exterior
dielectric constant= 80, interior dielectric constanrt 1, grid resolution 1.2 grids/A, van der Waals radii from ref 26, probe ragius4 A, no
salts. All energy quantities are given in kcal/mbX-ray crystal structures (Protein Databank) with protons adéiBetaction field energy calculated
in the Poissor Boltzmann module? Wave function distortion energy is obtained following the polarization of electronic density due to solvation
(SCRF).© Solute polarization free energre(solution—gas)+ Gui} . F Nonpolar contribution to solvation due to cavity and van der Waals interactions;
it is calculated as a function of solute molecular surféEannor, 1994 #6@ 9 Solvation free energyGgr + Guia, + Gnp). " CPU required to obtain
SCF (in seconds on SGI Origin 200 workstationz.PU time required to solve PoisseBoltzmann equation.Ggr at the beginning of SCRF
(interior dielectric constant= 2). This corresponds to a calculation with fixed charges and dielectric constant of 2 to mimic solute electronic
polarization.k Second row of solvation free energies are from ref'@eometry: MD run (AMBER) 352 ps at 300 K (initial structure taken from
PDB Databank).

of RAM. The atomic coordinates were taken from the Brookhaven energy of amino acid derivatives and nucleotides, and by
Protein databank and the H’'s were attached using AMBER extension for proteins and DNA. The development of a more
4.1104 Previous quantum mechanical calculations on proteins elaborate nonpolar term is clearly a way to improve the present
and DNA in solution have been performed by York et l. results (as well as improving the CM1/CM2 charge models)
and a comparison with their results is given in Table 6. We and work along this lines is underway in our group.

find that the our D&C-PB (SCRF) method gives solvation free  The most significant aspect of this work is the ability to study
energies larger by about—85% over the COSMO/AM1 |arge biological molecules using a quantum mechanical descrip-
approach. The differences between the two approaches mostlytion of the solute coupled with a continuum representation of
reflect differences in the methodologies used, but other issuesthe solvent which includes also salt effects through the Debye
regarding the structure, the location of hydrogens, etc. could Hiickel theory (PB equation). Serial CPU times recorded for

also be a factor. proteins, as large as 275 residues, and DNA show that it is now
. practical to carry on calculations on such large systems and even
Conclusion larger. Furthermore, by parallelizing this approach we believe

We presented a SCRF-based methodology for calculating thethatlwe will be able to reduce the computational times by upto
solvation free energies of large molecules using linear-scaling 25 times for the largest systems studi&dWe feel that this
quantum mechanical methods. Our methodology combines thecomputational method will become an important tool in
linear scaling D&C algorithm for solving the Scltiager investigating thermodynamic and .mechgnlstlc aspects Of.bIO-
equation (quantum mechanical representation of the solute) and0gical phenomena, such as protein folding, enzyme reactions,
the widely used PoisserBoltzmann equation for treating cqlculatlon of F'?(a: and b|n_d|ng constants, etc.. In partmylar, it
solvation/salts effects (dielectric-continuum representation of the Might be effectively used in drug design, etc., because it allows
solvent). A critical aspect of this work is the use of the cM1/ for quantum mechanical effects like polarization and charge
CM2 class IV charges of Cramer, Truhlar, and co-workers, transfer which we found to be quite important in biological
which allowed us to obtain reasonable agreement betweenSystems.
experimental and calculated solvation free energies for both
charged and neutral molecuRS&°We have shown in this paper Acknowledgment. We thank the DOE (DE-FGO2-96ER-
that this SCRF method, which uses semiempirical Hamiltonians 62270) for supporting this research. We also thank the Pittsburgh
and CM1/CM2 charges, performs almost as well as the closely Supercomputer Center, the San Diego Supercomputer Center,
related SCRF ab initio GVB® and DFT (B3LYP) methods. the National Center for Supercomputer Applications, and the
We used the same nonpolar term as utilized in the ab initio PB Comell Theory Center for generous allocations of supercomputer
model26 and the results indicate that taking into account the time.
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